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ABSTRACT

Two new similarity measures for rigid image registration, based on the normalization of Jensen’s difference
applied to Rényi and Tsallis-Havrda-Charvát entropies, are introduced. One measure is normalized by the first
term of Jensen’s difference, which in our proposal coincides with the marginal entropy, and the other by the
joint entropy. These measures can be seen as an extension of two measures successfully applied in medical
image registration: the mutual information and the normalized mutual information. Experiments with various
registration modalities show that the new similarity measures are more robust than the normalized mutual
information for some modalities and a determined range of the entropy parameter. Also, a certain improvement
on accuracy can be obtained for a different range of this parameter.

Keywords: Multi-modal registration, generalized entropies, Jensen’s difference, information theory, mutual
information, similarity measures

1. INTRODUCTION

Multimodal image registration is essential in medical image processing. The definition of accurate and robust
similarity measures, which enable us to evaluate the spatial correspondence between images, has become a
challenging research area. Among the different image registration measures proposed, mutual information (MI)1

and normalized mutual information (NMI)2 are the most commonly used due to their accuracy, robustness, and
universality. MI measures the statistical dependence between images and NMI improves the robustness of MI
avoiding some misregistrations.

In this paper, we introduce two new normalized similarity measures based on the Jensen difference,3, 4 also
called generalized mutual information (GMI), applied to Rényi and Tsallis-Havrda-Charvát entropies. Both
measures are a normalization of GMI and can be seen as an extension of MI and NMI. The first measure,
nGMI, is normalized by the first term of the Jensen difference, which in our proposal is the marginal entropy,
and the second, NGMI, by the joint entropy. It is important to remark that one particular case of NGMI
is NMI. The behavior of our measures is studied in rigid intrasubject registration of head images acquired
using tomographic modalities. The results obtained with various registration modalities (MR to synthetic MR,
MR to CT, MR to PET) show that the new similarity measures are more robust than the normalized mutual
information for some modalities and determined parameters of the entropies. We have also to emphasize that,
for a parameter α = 2, the Jensen difference using the Tsallis-Havrda-Charvát entropy shows an acceptable
performance and is less demanding than using the Shannon entropy.

This paper is organized as follows: Section 2 presents the most fundamental information theoretic definitions
used in medical image registration and the Jensen difference applied to Rényi and Tsallis-Havrda-Charvát en-
tropies. Two new normalized similarity measures based on the Jensen difference are introduced in Section 3 and
their performance is evaluated in Section 4. Finally, in Section 5 we present our conclusions and future work.
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2. INFORMATION THEORETIC TOOLS
In 1948, Claude Shannon published “A mathematical theory of communication”5 which marks the beginning of
information theory. In this paper, he defined measures such as entropy and mutual information, and introduced
the fundamental laws of data compression and transmission. Information theory deals with the processing of
information and is used in fields such as physics, computer science, statistics, biology, linguistics, neurology,
learning, etc..6 Over the last decade, information theoretic measures have been successfully applied to medical
image registration.7–9

In this section we review the most basic definitions of information theory6 and their application to medical
image registration. We also introduce other essential concepts for our approach: the Jensen inequality and its
application to the Rényi and Tsallis-Havrda-Charvát entropies.

2.1. Shannon Entropy and Mutual Information
The Shannon entropy H(X) of a discrete random variable X with values in the set S = {x1, x2, . . . , xn} is
defined as

H(X) = −
n∑

i=1

pi log pi, (1)

where n = |S|, pi = Pr[X = xi] for i ∈ {1, . . . , n}. The logarithms are taken in base 2 and entropy is expressed
in bits. The convention that 0 log 0 = 0 is used. We can use interchangeably the notation H(X) or H(p) for
the entropy, where p = {p1, p2, . . . , pn} is the corresponding probability distribution . As − log pi represents
the information associated with the result xi, the entropy gives us the average information or uncertainty of a
random variable.

If we consider another random variable Y with marginal probability distribution q, corresponding to values
in the set S′ = {y1, y2, . . . , ym}, the joint entropy of a pair of discrete random variables (X,Y ) is defined as

H(X, Y ) = −
n∑

i=1

m∑

j=1

pij log pij , (2)

where m = |S′| and pij = Pr[X = xi, Y = yj ] is the joint probability, and the conditional entropy is defined as

H(X|Y ) = −
m∑

j=1

n∑

i=1

pij log pi|j , (3)

where pi|j = Pr[X = ai|Y = bj ] is the conditional probability. The Bayes theorem, pij = pipj|i = qjpi|j ,
expresses the relation between the different kind of probabilities. If X and Y are independent, then pij = piqj .
Conditional entropy can be thought of in terms of an information channel whose input is the random variable X
and whose output is the random variable Y . H(X|Y ) corresponds to the uncertainty in the channel input from
the receiver’s point of view, and vice versa for H(Y |X). Note that in general H(X|Y ) 6= H(Y |X).

The mutual information between two random variables X and Y is defined as

I(X, Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) =
n∑

i=1

m∑

j=1

pij log
pij

piqj
, (4)

Mutual information represents the amount of information that one random variable, the output of the channel,
contains about a second random variable, the input of the channel, and vice versa. I(X, Y ) is a measure of the
shared information or dependence between X and Y .

The following properties are met:

1. H(X) ≥ H(X|Y ) ≥ 0

2. H(X,Y ) = H(X) + H(Y |X) = H(Y ) + H(X|Y )

3. I(X, Y ) = H(X) + H(Y )−H(X, Y ) ≥ 0 with equality if, and only if, X and Y are independent.



2.2. Mutual Information for Image Registration

Different approaches for automatic image registration have been proposed in medical imaging.7 The most
successful methods are based on mutual information, which is a measure of the dependence between two images.

The registration of two images is represented by an information channel X → Y , where the random variables
X and Y represent, respectively, the images A and B. Their marginal probability distributions, {pi} and {qj},
and the joint probability distribution, {pij}, are obtained by simple normalization of the marginal and joint
intensity histograms of the overlapping areas of both images. The conditional probability can be calculated
using the Bayes theorem, leading to the transition probability matrix P of the channel (conditional probability
matrix):

P =




p1|1 p2|1 . . . pm|1
p1|2 p2|2 . . . pm|2
...

...
. . .

...
p1|n p2|n . . . pm|n


 , (5)

where n and m are, respectively, the number of bins of the intensity histograms of images A and B. The row i
of this matrix is represented by

Pi =
(

p1|i p2|i . . . pm|i
)
. (6)

For the inverse channel Y → X , Q and Qj are, respectively, the conditional probability matrix and the row j
of this matrix.

From these probability distributions, the joint entropy H(X,Y ), which measures the dispersion of the joint
histogram, and the mutual information I(X, Y ), which quantifies how well an image explains another, can be
calculated. A registration criterion based on the minimization of joint entropy was proposed by Collignon et
al.10 and Studholme et al.11 The main drawback of this method is its high sensitivity to the overlap area.
The registration method based on the maximization of mutual information, almost simultaneously introduced
by Maes and Collignon et al.12 and Viola and Wells et al.,1 solves partially the above mentioned problem.
This technique is based on the conjecture that the correct registration corresponds to the maximum mutual
information between the overlapping areas of the two images. Later, Studholme et al.2 proposed a normalized
measure of mutual information defined by

NMI(X, Y ) =
H(X) + H(Y )

H(X, Y )
= 1 +

I(X, Y )
H(X, Y )

, (7)

which is more robust than MI, due to its greater independence of the overlap area. These two measures are
widely used in numerous studies and papers (see surveys8, 9) .

2.3. Jensen’s Difference

In this section, Jensen’s inequality, generalized entropies and generalized mutual information are briefly intro-
duced.

2.3.1. Jensen’s Inequality

A function f(x) is convex over an interval [a, b] (the graph of the function lies below any chord) if for every
x1, x2 ∈ [a, b] and 0 ≤ λ ≤ 1,

f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2) . (8)

A function is strictly convex if equality holds only if λ = 0 or λ = 1. A function f(x) is concave (the graph of
the function lies above any chord) if −f(x) is convex. For instance, x2 and x log x (for x ≥ 0) are strictly convex
functions, and log x (for x ≥ 0) is a strictly concave function.6



A generalization of the above convexity property, called Jensen’s inequality, is widely used in mathematics,
information theory, and different engineering areas as a divergence measure. If f is a convex function on the
interval [a, b], then

n∑

i=1

λif(xi)− f

(
n∑

i=1

λixi

)
≥ 0 , (9)

where 0 ≤ λ ≤ 1,
∑n

i=1 λi = 1, and xi ∈ [a, b]. If f is a concave function, the inequality is reversed.

2.3.2. Generalized Entropies

Two different generalizations of the Shannon entropy (Rényi and Tsallis-Havrda-Charvát entropies) have been
proposed.3, 4 Both are used in image registration.13, 14

The Rényi entropy is defined by

HR
α (X) =

1
1− α

log
n∑

i=1

pα
i , (10)

where α > 0 and α 6= 1. When α → 1, HR
α (X) = H(X). HR

α (X) is a concave function of p if α ≤ 1, but neither
concave nor convex if α > 1.

The Tsallis-Havrda-Charvát entropy is defined by

HT
α (X) =

1
α− 1

(
1−

n∑

i=1

pα
i

)
, (11)

where α > 0 and α 6= 1. When α → 1, HT
α (X) = H(X). HT

α (X) is a concave function of p for α > 0. When
α = 2, HT

2 (X) becomes the Gini-Simpson index of diversity,

HT
2 (X) = 1−

n∑

i=1

p2
i , (12)

which has been widely used in learning.15

2.3.3. Generalized Mutual Information

From Jensen’s inequality (9), the concavity of the entropy functions provides us with the following inequality3 :

Jh
α({Πi} : {πi}) = Hh

α(
n∑

i=1

πiΠi)−
n∑

i=1

πiH
h
α(Πi) ≥ 0, (13)

where Π1, Π2, . . . , Πn are a set of probability distributions and π1, π2, . . . , πn are the priori probabilities or weights,
fulfilling

∑n
i=1 πi = 1. The superindex h can be substituted by R (Rényi entropy) or T (Tsallis-Havrda-Charvát

entropy), depending on the entropy considered. Jh
α({Πi} : {πi}) is called Jensen’s difference and is an important

divergence measure between the set of distributions {Πi}. For the Rényi entropy, the parameter α can only take
values in the range 0 < α ≤ 1 due to the fact that HR

α (X) is neither concave nor convex if α > 1. The particular
case πi = 1

n for the Jensen difference applied to the Rényi entropy has been studied by He et al.14 in medical
image registration.

Jensen’s difference coincides with I(X, Y ) when α = 1, {πi} is the marginal probability distribution {pi} of
X, and {Πi} are the rows {Pi} of the probability conditional matrix of the channel (5). Hence, Jh

α({Πi} : {πi})
is called generalized mutual information.3 In this paper, it is also denoted by GMI.



3. NORMALIZED SIMILARITY MEASURES

The goal of the registration of two images A and B is to obtain the transformation T that maximizes the
similarity between A and T (B). Thus, one of the cornerstones of the image registration is the measure that
quantifies the similarity. The similarity measures we present in this paper are based on Jensen’s difference (13).

As we have seen in Sect.2, Jensen’s difference coincides with I(X,Y ) when α = 1, {πi} is the marginal
probability distribution {pi} of X, and {Πi} are the rows {Pi} of the probability conditional matrix of the
channel. In the following proposed measures, the conditions πi = pi and Πi = Pi are fixed. Thus, only two
parameters, α and h, can be changed. From these assumptions, for the channel X → Y , the generalized mutual
information is expressed by

GMIh
α(X → Y ) = Jh

α({Pi} : {pi}) = Hh
α(

n∑

i=1

piPi)−
n∑

i=1

piH
h
α(Pi)

= Hh
α(q)−

n∑

i=1

piH
h
α(Pi) = Hh

α(Y )−
n∑

i=1

piH
h
α(Pi). (14)

For the reverse channel Y → X, we have

GMIh
α(Y → X) = Jh

α({Qj} : {qj}) = Hh
α(X)−

m∑

j=1

qjH
h
α(Qj). (15)

In general, this measure is not symmetric with respect to the reversion of the channel. Thus, GMIh
α(X → Y ) 6=

GMIh
α(Y → X).

Although a simple substitution of MI for GMIh
α can be used as an absolute similarity measure between two

images, in this paper we focus our interest on a relative one. Such a decision is motivated by the better behavior
of NMI with respect to MI.2

Next, two new similarity measures for rigid image registration, nGMI and NGMI, based on the normalization
of GMIh

α, are proposed. In order to register the images, the transformation which maximizes the nGMI or
NGMI has to be found.

3.1. nGMI

The first natural choice is to normalize GMIh
α(X → Y ) or GMIh

α(Y → X) by its corresponding first term
in formulae (14) and (15), i.e., the marginal probability distribution. When α = 1, this ratio is given by
I(X, Y )/H(Y ) or I(X,Y )/H(X). This is a correlation measure6 between the random variables X and Y . From
the two possibilities, we take the value which gives us the maximum correlation between the images. So, we
postulate that the best choice is always taking the maximum possible correlation. Clearly, we obtain a measure
independent of the order in which the images are taken in the registration process.

From these assumptions, the normalization of GMIh
α by the marginal distribution is given by

nGMIh
α = max

{GMIh
α(X → Y )

Hh
α(Y )

,
GMIh

α(Y → X)
Hh

α(X)

}
. (16)

This measure can be called generalized correlation.

The most relevant properties of this measure are:

• It takes values in [0, 1].

• It is symmetric, i.e., the result of the registration is independent of the image selected as reference.

• If α = 1, then nGMI = I(X,Y )
min{H(X),H(Y )} . A similar measure, though different, based on the Kolmogorov

complexity, has been applied by Li et al.16



3.2. NGMI

Similarly to Studholme’s approach, GMIh
α can be normalized by the corresponding joint entropy Hh

α(X, Y ).
Studholme’s normalization is well justified by Butz and Thiran17 from a different perspective. Another justifica-
tion about its good behavior can be given. In information theory, the most basic information metric is expressed
by H(X, Y )− I(X, Y ) = H(X|Y ) + H(Y |X). This measure fulfils the requirements for a true distance.6 Thus,
H(X,Y )−I(X,Y )

H(X,Y ) = 1 − I(X,Y )
H(X,Y ) is a normalized metric and NMI can be considered as a normalized similarity

metric. In image registration literature, this fact has not been sufficiently stressed.

The normalization of GMIh
α by the joint entropy is given by

NGMIh
α =

max{GMIh
α(X → Y ), GMIh

α(Y → X)}
Hh

α(X, Y )
. (17)

The most relevant properties of this measure are:

• It takes values in [0, 1].

• It is symmetric.

• If α = 1, then NGMI = I(X,Y )
H(X,Y ) , i.e., we obtain the NMI measure.

A similar approach was taken by Wachowiak et al,13 where the mutual information of Rényi and Tsallis-
Havrda-Charvát is normalized by the corresponding joint entropy. It is important to remark that the GMIh

α

does not coincide with the Rényi and Tsallis-Havrda-Charvát mutual information. Thus, our NGMIh
α criterion

is different from the one introduced by them.

4. RESULTS

(a) MR to synthetic MR (b) MR to CT (c) MR to PET

Figure 1. Test image pairs.

The performance of the nGMI and NGMI criteria has been tested for rigid intrasubject registration of
head images. The robustness of these measures have been evaluated in terms of the partial image overlap. This
has been done using the parameter AFA (Area of Function Attraction) introduced by Capek et al.18 This
parameter evaluates the range of convergence of a registration measure to its global maximum, counting the
number of pixels, i.e. x-y translations in image space, from which the global maximum is reached by applying
a maximum gradient method. Note that this global maximum may not necessarily be the optimal registration
position. The AFA parameter represents the robustness with respect to the different initial positions of the
images to be registered and with respect to the convergence to a local maximum of the similarity measure that
leads to an incorrect registration. The higher the AFA, the wider the attraction basin of the measure is.

Three different sets of experiments in 2-D registration, corresponding to three modalities (MR to synthetic
MR, MR to CT and MR to PET), have been evaluated. The images used in our study have been obtained from
the Vanderbilt data base and from the Josep Trueta Hospital in Girona. The resolution of the MR and CT
images is 256×256 and the PET images is 128×128. All the experiments have been done using a histogram of



256 bins. A reduction of the number of bins decreases the cost of the algorithm and can eventually increase the
robustness of the similarity measures. In this paper we do not analyze the behavior of our measures depending
on the segmentation of the histogram, nor do we study the dependence of our measures on different interpolation
schemes and speed-up strategies. As the standard algorithms are implemented to find the global minimum, in
our experiments, all measures have been multiplied by -1 to have a minimum in the registration position. Next
we present our results.

4.1. MR to noisy MR

The first experiment tests the performance of our measures when registering a pair of images composed of a
MR and a synthetically generated MR image. This synthetic image is created from the original MR image by
swapping pairs of randomly selected pixels (see Fig. 1(a)).

Figure 2 shows the graphs of the parameter AFA for nGMI and NGMI using Rényi and Tsallis entropies
and the attraction basin for NGMIT

1.5. Note that α values for the Rényi entropy go from 0 to 1 and for the Tsallis
entropy from 0 to 2. With the Rényi entropy (see Fig. 2(a)), the proposed measures increase monotonically for
0 < α < 0.5. For α close to 0.6, nGMIR reaches a maximum and outperforms NMI. For α > 0.6, both
measures match NMI. In Fig. 2(b), we show the results using the Tsallis entropy. For α < 1, nGMIT and
NGMIT increase monotonically, almost in the same way. For α = 1, these measures match NMI and for α > 1
they clearly outperform NMI. Special attention must be paid to α = 2, because of its low computational cost
and good performance.
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Figure 2. MR to synthetic MR registration. Curves of parameter AFA for (a) nGMIR and NGMIR vs NMI and (b)
nGMIT and NGMIT vs NMI. (c) Attraction basin for NGMIT

1.5

In Fig. 3, we illustrate the behavior of the nGMIR and NGMIT over various x-shifts and for different α
values. For nGMIR, α = 1 is the best choice. For NGMIT , α > 1 leads to sharper peaks.
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Figure 3. MR to synthetic MR registration. Curves of (a)nGMIR and (b) NGMIT over x-shifts and for different α
values.



4.2. MR to CT

Next, we consider the problem of registering pairs of CT and MR images. This case is of special interest since it
is routinely used in clinical practice. Our testing set was composed of eight different pairs of images. Results for
all the image pairs found a similar performance to the case presented in this section which corresponds to the
image pair of Fig. 1(b) and Fig. 4.

Figure 4. From left to right: MR and CT slices and MR-CT fusion.

Plots of the parameter AFA for nGMI and NGMI using Rényi and Tsallis entropies are shown in Fig. 5.
The first graph (see Fig. 5(a)) corresponds to the nGMIR and NGMIR, with no improvements with respect
to NMI. In Fig. 5(b), nGMIT and NGMIT outperform NMI for 1.2 < α < 1.8. The attraction basin for
nGMIT

1.5 is shown in Fig. 5(c).
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Figure 5. MR to CT registration. Curves of parameter AFA for (a) nGMIR and NGMIR vs NMI and (b) nGMIT

and NGMIT vs NMI. (c) Attraction basin for nGMIT
1.5

Figure 6 illustrates the behavior of our measures using 2-D curves. It can be observed that the attraction
basin of the curves increases with α. Small α values lead to narrower registration peaks, and greater α values to
smoother curves. Consequently, the best choice is to use high alpha values in the MR to CT registration process.
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Figure 6. MR to CT registration. Curves of (a) nGMIR (b)nGMIT (c)NGMIR (d)NGMIT over x-shifts.



4.3. MR to PET

Finally we evaluate the MR to PET multi-modal registration. This is the most difficult case, both because of
the low resolution and the large amount of noise of PET images and because of the fewer similarities between
MR and PET images. It is quite normal that mutual-information-based matching of these images results in
misregistration.
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Figure 7. MR to PET registration. Study of two cases (a)(b): (1) AFA for NGMIT and nGMIT , curves of (2) NGMIT

and (3) nGMIT over x-shifts.

Different pairs of images have been tested. Figure 7 shows the results obtained for two representative cases.
For both cases we plot, from left to right, the parameter AFA for NGMIT and nGMIT , and also these measures
over various x-shifts. We do not show the results obtained using the Rényi entropy because their behavior is
similar to the previous tested modalities.

The first row of graphs corresponds to the results obtained with the image pair of Fig. 1(c). The parameter
AFA is plotted in Fig. 7.(a.1). Observe that it increases monotonically with α until α = 1 and then becomes
stable close to NMI. This behavior is similar to the other evaluated registration modalities (see Fig. 2(b) and
5(b)). Analyzing in detail the two next graphs (see Fig. 7.(a.2) and 7.(a.3)), we can observe that, despite the
smoothness of NGMIT and nGMIT curves, for high α there is a small displacement with respect to the optimal
registration point (point 0 in this case). This fact corroborates the ill-defined behavior of these measures for high
alpha values as pointed out by Pluim19 for NMI. Note that NMI is a particular case of NGMI. This effect is
more pronounced in the second pair of evaluated images (see Fig. 7.(b.2) and 7.(b.3)). From Fig. 7.(b.1) we see
that the AFA for 1.2 < α < 1.7 decreases until a local minimum is reached and then it increases. This behavior
is due to the coexistence of two local minima which leads to a lower attraction basin, but for higher α values,
one of the local minima disappears and AFA recovers its normal behavior.

In conclusion, we want to stress that for high values of α although the AFA increases, the global minimum
does not coincide with the optimal registration position. On the other hand, for low values of α, the attraction
basin decreases, but the peak of the optimal registration is sharper. This behavior can be interpreted as a certain
improvement on accuracy for low α values. It is important to observe that in this case local minima can appear.



5. CONCLUSIONS

In this paper, we introduced two new similarity metrics for rigid medical image registration. These metrics are
based on the Jensen’s difference applied to Rényi and Tsallis-Havrda-Charvát entropies. Both measures are
a normalization of Jensen’s difference and can be seen as an extension of MI and NMI. The first measure,
nGMI, is normalized by the marginal entropy and the second, NGMI, by the joint entropy. We have evaluated
the performance of our measures in rigid intrasubject registration of head images. The results obtained in this
paper demonstrate that nGMI and NGMI are more robust than NMI for a determined range of the entropy
parameter. Also, it has been found that, for a different range of the entropy parameter, the proposed measures
lead to a minimum closer to the optimal registration point than NMI. Depending on the registration modality,
we suggest to use one range or the other.

Our future work will be focused on the study of the dependence of our measures on different interpolation
schemes and speed-up strategies. Also, we will analyze other possible weights for Jensen’s difference. Finally, we
will address the registration problem of more than two images using Jensen’s difference.
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